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An increasing number of data owners (DOs) are opting to move their data to the cloud 

due to the advent of the cloud storage paradigm. The cloud storage data integrity 

verification approach is often adopted by the DO in order to guarantee the integrity of 

the data that it stores in the cloud. In a pay-as-you-go cloud environment, DOs must 

pay additional costs to a third-party validator (TPA) for carrying out verification 

procedures, on top of the rates they must pay to cloud service providers. But TPA isn't 

totally reliable in the integrity verification itself. To address the untrustworthy issue of 

TPA and achieve service payment fairness, a data integrity verification method that 

promotes privacy protection and equitable payment is suggested. In order to achieve 

data location integrity verification and verifiable dynamic data updating, a new kind of 

data authentication structure called a Merkle hash tree based on hierarchy is first 

introduced; second, an Interactive Dynamic Data Integrity Proof Mechanism 

(NIDPDP) is introduced to acknowledge data privacy protection and minimize 

communication overhead. In order to ensure that all parties really adhere to the 

regulations that are enforced, smart contracts (SCs) in conjunction with blockchain 

technology are utilized to accomplish equitable service payment between DO, cloud 

storage servers (CSS), and TPA. The approach may successfully secure user data 

privacy, achieve fair payment, and have lower computational and communication 

overhead, as demonstrated by performance analysis and trials.  

Keywords: Artificial Intelligence, Cloud System, Blockchain, Markle Algorithm, 

Payment Methods. 
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1. Introduction  

With the advent of the mobile Internet, 

Internet of Things, and big data era, the 

amount of data is exponentially increasing 

[1-3], and the personal storage capacity 

cannot meet existing storage needs. Cloud 

storage is a new concept extended and 

developed from the concept of cloud 

computing. Through the functions of 

cluster application, network technology, or 

distributed file system, a large number of 

different types of storage device in the 

network are integrated and worked 

together through application software, 

providing jointly external data storage and 

business access [4-8]. Users can access 

files stored in the cloud through the 

Internet, without any time or location 

restrictions, and can enjoy high-quality 

cloud services by paying a certain service 

fee in a pay-as-you-go manner. Compared 

with traditional local storage, cloud storage 

is undoubtedly a more economical choice. 

However, after users outsource data to 

efficient cloud services, they no longer 

have substantial control over the data [9-

11]. If the cloud service provider is a semi-

honest and curious entity, then it may 

maliciously delete or tamper with user data 

in a relationship of economic interests.  

To avoid the risk of server (cloudstorage 

server, CSS) and other users snooping, the 

concept of data integrity verification [12] 

was proposed. One of the most intuitive 

verification methods is that the data owner 

(DO) downloads all data from CSS and 

then performs verification locally. 

However, this only wastes a lot of network 

transmission and local storage resources. 

At the same time, in integrity verification, 

since neither DO nor CSS can guarantee 

fair and credible results, they are not 

suitable for performing integrity 

verification. The literature [13-33] 

introduces a third-party auditor (TPA) in 

integrity verification and assigns a TPA 

with powerful computing power to 

perform this verification task, so that TPA 

can provide audit services from an 

objective and independent perspective. As 

shown in Figure 1, the TPA-based 

verification model is mainly composed of 

three entities: DO, CSS and TPA. 

In the verification model, the DO with 

storage requirements stores local resource 

data in the server CSS with strong storage 

and computing capabilities; when the DO 

performs integrity verification on the data 

in the cloud, it entrusts a TPA with rich 

audit experience and capabilities. Execute 

the verification task; TPA initiates a 

challenge request to CSS to perform the 

verification task; CSS generates integrity 

evidence and returns it to TPA; TPA 

obtains the verification result through 

complex calculation and sends the result to 

DO; DO judges whether the cloud data 

have been verified according to the 

returned verification result.  

 

Figure 1: Cloud Storage Data Integrity 

Verification Model 

To support dynamic update verification, 

Reference [13] made a simple 

modification to the data ownership proof 

mechanism (Provable Data Possession, 

PDP) to support some dynamic data 

update operations. To fully support the 

dynamic update operation, Reference [14] 

proposed a PDP mechanism based on the 

skip table, which uses the dynamic data 

structure of the authenticated skip table to 



ensure the correct location of the data 

block, while the data block label ensures 

the correctness of the content of the data 

block. However, the existing problem is 

that the authentication path is too long and 

a large amount of auxiliary information is 

needed in the authentication process, 

which will cause the system to generate a 

large computational and communication 

overhead. Reference [15] proposes another 

public audit scheme that supports dynamic 

operations, which ensures the accuracy of 

the location of data blocks by building a 

dynamic structure of the Merkle hash tree. 

Compared to the skip table data structure, 

the Merkle hash tree uses data blocks 

instead of labels to calculate the hash value 

of the root node, so it has a simpler data 

structure. However, in practical scenarios, 

we need to conduct a specific discussion 

on the credibility of TPA, that is, TPA is 

not completely credible and may steal user 

data privacy.  

In order to support the protection of data 

privacy, based on the homomorphic key 

random mask technology, Reference [20] 

proposes to introduce two parameter 

hidden servers in the audit stage to 

generate evidence content to ensure that 

TPA cannot obtain any useful information 

from returned evidence. The data 

verification scheme proposed by Reference 

[23] supports multiuser dynamic 

multiserver privacy protection, and 

performs dynamic data verification for 

multiple users from multiple servers. 

Combined to provide data privacy 

protection, Reference [32] proposes a more 

novel and efficient public verification 

scheme based on the premise of ensuring 

data privacy, the dynamic data update 

structure consists of a bidirectional index 

information table DLIT and an array of 

record positions. To locate a data block, 

the position array can maintain the 

relationship between the block and its 

specific position. Among them, the DLIT 

bidirectional information index table can 

ensure that other records in the information 

table will not be changed when inserting 

and deleting data blocks, so it will have 

lower system overhead than other 

schemes. However, the problem in [32] is 

that in the integrity verification process, 

after the DO sends an integrity challenge 

request to the CSS, the CSS returns a 

corresponding certificate to the TPA to 

indicate that the outsourced data is stored 

correctly. Moreover, the TPA may 

collaborate with the CSP to attack, so it is 

necessary to ensure the reliability of the 

TPA verification results.  

Due to its decentralization and 

immutability of data, blockchain has 

natural advantages in the field of data 

protection, thus providing a new idea for 

verifying data integrity. The literature [33-

40] proposed a blockchain-based data 

integrity verification scheme. The 

distributed storage method enables each 

participating node on the chain to save a 

copy of the entire database, which 

effectively avoids the single-point failure 

problem of centralized storage. The chain-

pointer structure of the blockchain itself 

can ensure that the data on it cannot be 

arbitrarily deleted, which is an effective 

guarantee for data integrity. Reference [35] 

proposed an ODPDP scheme that 

delegates frequent auditing tasks to the 

outside and provides log auditing at the 

same time to resist any dishonest 

participants colluding. Reference [36] 

proposes a SIBAS scheme based on 

aggregate signatures based on security 

identity. The Trusted Execution 

Environment (TEE) acts as a verifier to 

verify the accuracy of the aggregate 

signatures and perform integrity 

verification, which effectively reduces the 

possibility of data information leakage and 



verification results. Untrustworthy and 

Privacy Protection, 

Most existing integrity verification 

schemes [33-41] are carried out on the 

premise that the service payment is fair. 

However, in the actual storage verification, 

since the DO has paid the corresponding 

service fee to the CSS and TPA in 

advance, if the CSS or TPA has deceitful 

behavior, the fair payment cannot be 

guaranteed. To solve the untrustworthy 

TPA problem and realize service payment 

fairness, this paper proposes a data 

integrity verification scheme that supports 

privacy protection and fair payment.. 

The main contributions of this paper 

include the following aspects: 

i. Introduce a new type of data 

authentication structure, level-based 

Merkle hash tree, to realize the integrity 

verification of data location and support 

verifiable dynamic update of data. 

ii. In order to realize the privacy protection 

of user data, a non-interactive dynamic 

data integrity proof mechanism NIDPDP is 

designed. In the audit stage, the TPA does 

not need to send a challenge request to the 

CSS; that is, the challenge interaction 

process between the TPA and the CSS is 

cancelled to avoid data 

iii. Combined with the consensus and 

immutability of the blockchain, on the 

NIDPDP verification mechanism, a data 

integrity verification model is proposed 

that supports privacy protection and fair 

payment. The smart contract (SC) realizes 

the fair payment content of the verification 

scheme by punishing the dishonest 

behaviour of CSS and TPA, and ensures 

the security, reliability, and fairness of the 

model. 

2. Motivation to investigate 

2.1. Overview of the Verification 

Scheme 

Cloud storage data integrity verification 

refers to a mechanism by which CSS can 

prove that it correctly stores user data and 

that user data is kept intact. The 

verification mechanism generally includes 

five algorithms, namely key generation, 

label generation, challenge request, 

evidence generation, and evidence 

verification. The scheme that supports 

dynamic verification also includes two 

algorithms, namely execution update and 

update verification. 

Key Generation: DO run a probabilistic 

algorithm to generate public key and 

private key, and publish public key 

information. 

Label generation: DO divides the data file 

into blocks and calculates the label 

corresponding to each data block as the 

authentication metadata. Then, upload the 

original file and the set of tags composed 

of all data blocks to CSS. Finally, delete 

the local file and tag set. 

Challenge request: TPA accepts the 

verification task entrusted by DO and 

verifies the file data block by sampling. A 

random challenge number is generated for 

the data blocks that need to be verified, the 

random challenge number and the block 

index constitute a challenge set, and the 

TPA challenges the CSS. 

Evidence Generation: After CSS accepts 

the challenge of TPA, it calculates the 

integrity evidence of this request according 

to the challenge set and returns it to the 

verifier. 

Evidence verification: After TPA receives 

the integrity evidence; it verifies the 

evidence through calculation, and returns 

the verification result to DO. 



Perform the update: The CSS updates the 

stored data according to the update request 

and returns the updated evidence to the 

verifier through the evidence generation 

algorithm. 

Update verification: The TPA receives the 

updated evidence, executes the update 

verification algorithm, and returns the 

update verification result to the DO. 

2.2. Attack Model 

When the TPA-based integrity verification 

scheme is adopted, it may cause a leakage 

of user data privacy. After the DO 

delegates the integrity verification task to 

the TPA, if the TPA is not honest and 

trustworthy, then it may repeatedly verify 

the data blocks in the same position, that 

is, the challenge request sent each time is 

the same. In this way, after accumulating 

challenge requests for a certain number of 

times, TPA can obtain a set of equations 

and then obtain the file information 

content through the Gaussian elimination 

method, so that users are exposed to the 

risk of privacy leakage. The specific attack 

process is as follows: TPA repeatedly 

verifies the integrity of the data block at 

the position s1,s2,..., scs1sisc. After c 

challenge requests, TPA can get by the 

system of equations: 
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Among them, μ(j) is the evidence element 

returned by CSS in the j-th integrity 

verification process, 1jc. 

As long as the coefficient determinant in 

the equation system is not 0, TPA can 

calculate the value of 

    
     

        
   by solving the 

linear equation system, resulting in privacy 

leakage of user data. 

2.3. Support Privacy Protection Scheme 

To verify the protection of data privacy, 

the literature [20-22] adopts homomorphic 

key random mask technology. The core 

idea of this technology is to introduce two 

parameters in the audit stage to hide the 

server to generate the evidence content, so 

as to ensure that the TPA cannot obtain the 

evidence from the returned evidence to 

obtain any useful information in order to 

avoid data privacy leakage. 

The improvement of the literature [20-22] 

focuses mainly on the evidence generation 

algorithm, using the parameters γ, r to hide 

the evidence content, that is, the evidence 

content μ ∑  
  
    

  . The calculation of 

    is changed to     ∑  
  
    

    , 

cancel parameter μ is the linear 

combination in the calculation process. 

However, although this verification 

method can achieve privacy protection, the 

problem is that it cannot realize the 

fairness of the subsequent service payment 

of the verification scheme. If CSS and 

TPA collide to attack, that is, regardless of 

whether the cloud data is stored correctly, 

TPA will return complete information that 

the data have been saved. In the integrity 

verification process, DO has paid the 

corresponding fees to cloud service 

providers and verifiers in advance, so the 

fair payment content of the verification 

scheme is not guaranteed. 

3. Verification scheme that 

supports privacy protection and 

fair payment 

To solve the untrustworthy problem of 

TPA in actual integrity verification and 

realize service payment fairness, this 

section proposes a data integrity 

verification model that supports privacy 



protection and fair payment. The 

verification model can be divided into 

three stages: initialization stage, audit 

stage, and punishment stage. As shown in 

Figure 2, the four entities included in the 

model are: DO, CSS, TPA, and SC. In the 

audit phase, the noninteractive verification 

mode NIDPDP is used to protect data 

privacy, and in the penalty phase, the 

fairness of service payment is realized 

through the penalty control of CSS and 

TPA by smart contracts. 

 

Figure 2: Integrity verification model 

supporting privacy protection and fair 

payment 

3.1. Hierarchical Merkle Hash Tree 

To ensure the integrity of data blocks in 

the cloud storage location and the 

verifiability of dynamic updates, we 

introduce a new type of data structure 

rank-based Merkle-Hash tree (RBMT). 

Compared to table-based skip movement, 

RBMT can not only fully support dynamic 

operations, including operations such as 

updating, deleting, and inserting data, but 

can also avoid the problem of excessive 

system communication overhead due to 

redundant authentication information. In 

RBMT, node W can be made up of three 

elements constitute, namely    

        . Among them, r is the level value 

of the node, indicating the number of leaf 

nodes that the current node can reach; s is 

the edge information of the storage node, 

indicating that the current node is the 

left/right child node of the parent node; the 

hash value h is the direct result of the leaf 

node mi. Hash, the hash value h of a 

nonleaf node is the result of concatenating 

the hash value of its left and right child 

nodes and its rank value and then hashing. 

The hash value of any node W is 

calculated as 

  {
        is a leaf node , 
                       
   not a leaf node   

    (2) 

When the verifier verifies whether the CSS 

correctly stores the location of the m3 data 

block, it uses the auxiliary authentication 

information Ω3={W4, Wc, Wb to calculate, 

as shown in Figure 3, the verification 

process has four steps: 

(i). At node d, calculate the hash value of 

node d according to    and     
              

(ii). At node a, calculate the hash value of 

node a according to Wc and Wd, 

                 
(iii). At root node root, calculate the hash 

value  root             root   of the 

root node according to Wa and Wb, 

and obtain the root node W'root. 

(iv). The verifier compares W'root with 

Wroot, if Wroot = W'root, the CSP 

stores the data correctly; otherwise, the 

CSS does not store the data correctly. 

 

Figure 3: RBMT data location verification 

When DO makes updates to data stored in 

the cloud, including Data block 

modification, data block deletion, and data 



block insertion operations, the verification 

update process is: 

(i). DO issues an update request       
    date      

    
   

(ii). CSS performs data update operations, 

and the update is divided into three 

stages. In the first stage, the content in 

the update request is parsed; in the 

second stage, the RBMT is updated 

according to the parsing result; in the 

third stage, the CSS returns the new 

root node    root 
 and auxiliary 

authentication information    to the 

verifier. 

(iii). The verifier repeats the above RBMT 

data location verification process, and 

the completed data can be verified and 

updated dynamically. 

3.2. No Interactive Dynamic Data 

Integrity Proof Mechanism 

To protect user data privacy, this paper 

designs a non-interactive dynamic data 

integrity proof mechanism NIDPDP, as 

shown in Figure 4. In the audit phase of 

the scheme, the non-interactive 

verification mode is adopted, and the TPA 

does not need to send a challenge request 

to the CSS. 

 

Figure 4: No Interactive Dynamic Data 

Possession Proof Mechanism 

It is impossible to steal user data privacy 

by repeatedly challenging some data 

blocks in the same position during the 

verification process. In the audit stage, 

CSS and TPA respectively pass NIDPDP 

Proof Gen(). The NIDPDP Verify() 

process completes the task independently, 

reduces the information interaction 

between entities, and avoids the dishonest 

behavior of TPA in Section 1.2. At the 

same time, the NIDPDP mechanism also 

cooperates with the SC in the punishment 

phase, including the root node of the 

RBMT, the auxiliary authentication 

information, and the NIDPDP transmitted 

by the CSS to the contract. In the 

verification process (), TPA transmits the 

verification result to the contract. 

In the audit phase, the operation process of 

the NIDPDP mechanism is as follows: 

(i). CSS and TPA run the pseudo-random 

function      at the same time, and 

randomly select c elements from       
to form a subset                  . 

For each element si∈I, choose an 

integer            which constitutes 

the challenge information  hal  
             

  Among them, τ is the 

information that changes with time 

and is not controlled by CSS or TPA. 

(ii). NIDPDP Evidence Generation. 

ProofGen(), CSS uses the public key 

pk, file F, authentication metadata set 

Φ and challenge information  hal as 

the input of the algorithm, and outputs 

the integrity proof P of the content of 

the verification data. 

(iii). NIDPDP evidence verification. 

Verify(), TPA takes the public key pk 

and the integrity proof P as the input 

of the algorithm, and verifies whether 

the content proof P returned by CSS is 

correct. If the verification is 

successful, it returns result=1, if it 

fails, it returns result=0, and the 

verification result is sent to SC. 

(iv). Execute the update NIDPDP. 

ExUpdate(), the algorithm is run by 

CSS to update the integrity proof, 

public key pk, data block set F, 

authentication metadata set Φ and 

update request Update as input, and 

return to the updated proof TPA 

PUpdate. 

(v). Update and verify NIDPDP. 

VerUpdate(), the algorithm is run by 

TPA, the public key pk, the update 



request Update, and the updated 

evidence PUpdate are used as inputs to 

perform the update verification 

operation, and send the update 

verification result to SC. 

3.3. Security Model 

In a noninteractive data integrity 

verification scheme, the security model 

mainly consists of two objects, namely 

CSS and untrusted TPA. 

1) Security verification of CSS 

Define the data integrity proof game: CSS 

plays the role of adversary A and trusted 

entities play the role of challenger C. The 

game content is as follows: 

Challenger C runs the key generation 

algorithm, and adversary A obtains the 

challenger's public-key information. 

Attainment A and challenger C jointly run 

the pseudorandom function υZ (τ) to 

generate random challenge information 

Chal. The adversary A uses the challenge 

information Chal to initiate a data block 

label query to the challenger C, and 

challenger C calculates the corresponding 

set {σ1, σ2} adversary a  

The adversary A obtains the integrity 

evidence of the challenge data block set 

through calculation, and returns it to the 

challenger C, and the challenger verifies 

the evidence. If the verification is passed, 

adversary A wins. 

Definition 1. If the three processes of the 

security verification of CSS are correct, 

the NIDPDP mechanism is said to be 

secure: that is, there is no polynomial-time 

adversary A that can win the data integrity 

proof game with a non-negligible 

probability. 

2) Security verification of TPA 

Define the data integrity proof game: The 

TPA plays the role of adversary A and 

trusted entities play the role of challenger 

C. The game content is as follows: 

(a). A adversary and challenger C jointly 

run the pseudo-random function υZ 

(τ), and randomly select c elements 

from [1, n] to form a subset    

             .; 

(b). For each element   ∈    select an 

integer          , which constitutes 

the challenge information  hal  

             
 

(c). Adversary A runs the evidence 

generation algorithm NIDPDP. 

ProofGen(pk,F,Φ, hal), get the 

challenge data block integrity proof P, 

and return this proof to challenger C; 

(d). Challenger C runs the NIDPDP Verify 

evidence verification algorithm (pk, P) 

and outputs the verification result 0 or 

1, of which 1 means the verification is 

passed; 

(e). If adversary A is safe and reliable, then 

the output result of challenger C is 1. 

 

Figure 5: Integrity verification process 

supporting privacy protection and fair 

payment 

Definition 2. If the five TPA security 

verification processes are correct, then the 

scheme model is said to be verifiably 



secure to TPA.              , 

meanwhile, each data block mi is divided 

into s segments,                   , 

therefore, the data file can be divided into 

      parts. Then, select the secret 

values            ∈    of the 

preprocessed file, calculate the public 

verification parameter        ∈   , and 

generate a corresponding label for each 

data block mi: 

      Fname       
   

∑   
         

  (3) 

Among them,   ∑   
     . For file F, the 

file label t is the concatenation of the file 

identifier Fname and its signature, that 

is     Fname           Fname , and ssk 

is the signature private key of the 

signature. Finally, the DO sends the file 

label to SC, uploads the F data file, and the 

set of authentication metadata   

            . After that, delete the local 

file and the authentication metadata 

collection.  

Audit stage: Both CSS and TPA run a 

pseudo-random function υZ (τ), randomly 

select c elements from [1,n] to form a 

subset I = s_1, s_2,, s_c for each element

〖   s〗_i∈I, select integers v_i=h(τ i), 

which constitute the challenge 

information, where τ is the information 

that changes with time and is not 

controlled by CSS or TPA. 

1) 1) After the CSS generates the 

challenge information     , the 

parameters γ and λj are randomly selected, 

where  ∈          (∏   
    

 

     ) , 

which constitutes the protocol   

(  
 
  ) Then, CSS runs NIDPDP 

according to the challenge information 

        ̇           
. ProofGen() 

calculates the proof of integrity 

verification content: 

  ∏  
  
    

 
 

        (4) 

       ∑  
  
    

        {  } ∈     
 

     (5) 

Finally, CSS constructs RBMT and sends 

the location evidence, i.e. the generated 

root node and the auxiliary authentication 

information corresponding to the challenge 

set, to SC. 

2) TPA runs NIDPDP after receiving the 

content evidence sent by CSS. Verify(), 

that is, to verify whether formula (6) holds: 

          (∏  
  
    

   Fname  

       
 
)   (∏   

    
 

     )  (6) 

Send the verification result result=1 or 

result=0 to SC.  

 Punishment stage: The blockchain smart 

contract (shown in Figure 6(a)) will verify 

whether CSS and TPA have dishonest 

behaviours, in order to achieve fair 

payment of the verification scheme. If the 

CSS does not correctly store the DO data, 

CompareContract will call the contract 

TCSS (as shown in Figure 6(b)), and the 

CSS will pay the corresponding fine to the 

DO; similarly, if the TPA does not 

correctly verify the evidence returned by 

the CSS, the Compare Contract will call 

the contract TTPA (shown in Figure 6(c)), 

and TPA pays the corresponding fine to 

the DO. The specific punishment process 

is as follows: 

1) In the audit stage, while sending the 

generated evidence to the TPA, CSS calls 

the smart contract Compare Contract that 

has been created on the blockchain and 

sends the constructed RBMT root node 

Wroot and auxiliary authentication 

information Ω_i (1 i c). At the same 



time, after calculating the verification 

result of the CSS evidence returned, TPA 

will also send the verification result to the 

blockchain smart contract 

CompareContract. 

 Figure 6: Smart Contract 

2) The smart contract Compare Contract 

verifies the signature of the DO file first 

and terminates execution if the signature is 

invalid; otherwise, the challenge block 

index is also generated according to the 

pseudo-random function         Compare 

Contract sends auxiliary authentication 

information           through CSS to 

calculate the root value W 'root' of RBMT, 

and compare it with the root value Wroot 

sent by CSS. If the two are different, call 

the contract TCSS, and CSS pays the 

corresponding fine PCSS to the DO; if the 

two are the same, the result will be based 

on the verification result of the data 

content sent by the TPA. If result=0, the 

contract TCSS is also called, and CSS 

pays the corresponding fine PCSS to DO; 

if result=1, both the location evidence and 

the content evidence of the data block are 

passed to the verification and it can be 

judged that the CSS stores the data 

correctly. For TPA, if the smart contract 

CompareContract verifies that the root 

value Wroot returned by CSS is not equal to 

the calculated root value W'root, TPA still 

returns the verification success, it can be 

inferred that TPA does not honestly 

execute the verification algorithm 

NIDPDP. Verify(), therefore, the smart 

contract compare contract will call the 

contract TTPA, and TPA will pay the 

corresponding penalty PTPA to DO 

4. Performance analysis 

4.1. Correctness analysis 

Theorem 1. If CSS honestly stores user 

data and returns the corresponding 

evidence, then the content evidence can 

pass the verification of TPA, so Equation 

(6) is established. 

Proof: Theorem 1 can be proved as 

follows: 
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4.2 Security analysis 

Theorem 2. If the label generation 

algorithm of this scheme is unforgeable, 

and the CDH-hard problem and the DL-

hard problem are unsolvable under the 

random oracle model, then there is no 

polynomial-time algorithm that can 

destroy the security of the model with a 

non-negligible probability.  

Proof: To prove the correctness of the 

theorem, the following games have been 

considered. 

Game1: Defined as a verifiable secure data 

integrity proof game for CSS. 

The adversary A obtains the label set 

corresponding to the file data block 

through the query and generates the 

integrity evidence corresponding to the 

challenge set. Challenger C uses the 

evidence verification algorithm to verify 

the evidence, if the verification is 

successful, then adversary A wins the 

game. 

Game2: Game2 is similar to Game1, the 

difference being that Challenger C will 

keep all the data block tag proofs that have 

been interrogated by the adversary. If the 

evidence generated by adversary A can 

pass the verification, but the label evidence 

σ' contained in the evidence is not equal to 

the value of σ returned by the honest 

prover, then challenger C will terminate 

the game. Assuming that  hal  
             

is the challenge set leading to 

the termination of the game, the evidence 

returned by the honest prover is    

     , and the evidence returned by the 

adversary A is          . According to 

the definition of Game2, the evidence 



returned by the adversary can be verified 

by equation (7): 

           (∏  
  
    

   Fname  

       
 
)   (∏   

    
 

     )  (7) 

Since the game has been terminated by 

challenger  , it can be known that σ′≠σ, 

and θ′ can pass the verification. 

Therefore,     , that is, the condition 

of           is established. 

In Game2, the trusted entity plays the 

challenger C, and the interaction 

process with the adversary A is as 

follows: 

(a). Challenger C runs the key generation 

algorithm KeyGen(1k), and adversary A 

obtains the challenger's public key 

information. 

(b). The adversary A initiates a data block 

label query to challenger C and obtains the 

set {σ1, σ2, list of labels. 

(c). The adversary A calculates the content 

evidence of the challenge data block 

through the evidence generation algorithm 

and returns it to challenger C, and the 

challenger verifies the evidence. 

(d). Process (b) and Process (c) are repeated 

until the evidence returned by adversary A 

is verified, but the evidence contains label 

evidence σ' ∏   
     that does not belong to 

the label list saved by challenger C. 

Given       . Here Challenger C's goal 

is to get ∏   
       Challenger C by 

calculating: 

 (
  

 
  )   (∏   

    
 

      )  

 (∏   
            ),    (8) 

∏   
        

  

    ∏   
   

    (9) 

To analyze the probability that adversary 

A wins Game 2, only points are needed. 

The probability that ∏   
        modp is 

established, and the probability of its 

success is     , which can be ignored. 

The interaction process (a) and the process 

(b) of the trusted entity acting as 

challenger C and adversary A in Game3 

are the same as in Game2. For process (c), 

given ∏   
       , the challenger C's goal 

is to obtain              such that 

∏   
       

   

∑   
     

. Challenger C by 

calculating: 

{
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To analyze the probability that adversary 

A wins Game 3, we only need to analyses 

that the probability of             is 

1∕p, which can be ignored  Therefore, if 

there is an adversary A that can win 

Game2 and Game3 with negligible 

probability, then there will be a trusted 

entity to solve the hard problem of DL. 

To sum up, if the label generation 

algorithm of this scheme is unforgeable, 

then there is no polynomial-time algorithm 

that can win Games 1, 2, and 3 with a 

nonnegligible probability, destroying the 

security of the model. 

4.3 Privacy analysis 

Theorem 3. In the data integrity 

verification scheme that supports privacy 

protection and fair payment proposed in 

this document, given the content evidence 

information θ={σ, μ} returned by CSS, if a 



curious and dishonest TPA tries to obtain 

DO from the information it has already 

grasped, the data information    

               } is computationally 

infeasible.  

Proof: As can be seen in Figure 5, in the 

data integrity verification in the audit 

stage, TPA accepts the evidence 

information returned by CSS and passes 

the verification algorithm NIDPDP. 

Verify(pk,θ) judges whether the returned 

evidence is correct. However, even if CSS 

returns evidence σ= ∏  
  
    

  
  and  

∑  
  
    

     is about the linear combination 

of DO original data. The curious TPA 

makes use of this feature and tries to 

repeatedly detect data blocks in some 

positions through complex calculation to 

form a linear equation system and obtain 

DO original data by solving the equation 

system. However, due to the limitation of 

the NIDPDP mechanism, Chal challenge 

information is generated randomly and is 

not controlled by TPA. CSS and TPA pass 

through NIDPDP, respectively. 

ProofGen(), NIDPDP. The Verify() 

process completes the task independently, 

so it is impossible for a curious TPA to 

crack user data through replay attacks. 

Also, in the penalty phase the smart 

contract Compare Contrac is under the 

constraints of, because TPA cannot judge 

the correctness of the location evidence 

returned by CSS to Compare Contract, 

once the smart contract Compare Contract 

judges that the location evidence returned 

by CSS to it is wrong, and TPA returns the 

correct verification result, it will call. The 

contract TTPA punishes the TPA. 

Therefore, TPA and CSS will perform 

their tasks independently in integrity 

verification, and it is impossible to 

collaborate to attack. To sum up, in the 

integrity verification scheme proposed in 

this paper, the curious and dishonest TPA 

cannot obtain the user's data information, 

which effectively guarantees the user's 

privacy security. 

5. Experiments and Results 

In this section, the performance of the 

proposed scheme will be evaluated from 

the aspects of computational overhead and 

communication overhead. 

5.1. Computational overhead 

The computational overhead comes mainly 

from the three entities of the scheme, 

including DO, TPA, CSS, and the 

computational overheads they generate at 

different stages determine the verification 

efficiency of the entire scheme. In the 

initialization phase, it is mainly the 

overhead generated by DO to generate tags 

for file data blocks. In the audit stage, the 

computational overhead is mainly 

generated by CSS generation evidence and 

TPA verification evidence. To evaluate the 

performance of the scheme model, we first 

analyze the impact of different data block 

sizes on the computational cost of the 

proposed scheme. The experimental 

environment is configured as Windows 10 

system, Intel Core i5 processor, 2.20GHz 

CPU, 4GB RAM. The scheme uses Java 

language to perform basic functions, and 

the encryption and decryption algorithm is 

called from the JPBC library, and an 

average of 10 experimental results are 

taken. In the audit stage, the sampling 

strategy is adopted and the number of 

challenge blocks is selected from the total 

number of file data blocks with a 

probability of 4.6%. The file data block 

sizes are 30KB, 60KB, 90KB, 120KB, and 

150KB, 180KB, 210KB, 240KB, 270KB, 

300KB respectively. In the case of 64MB, 

128MB, 256MB, 512MB, 1024MB, 

random files are used to test the impact of 



data block size on the computational cost 

of each entity in different verification 

stages. 

It can be seen from Figure 7 and Table 1 

that with increasing data block, the time it 

takes for DO to generate the authentication 

metadata tag gradually decreases, and after 

240KB, the tag generation time is basically 

stable at a certain value. This is because, 

with increasing the data block, the number 

of file data blocks decreases and the 

number of tags also decreases, but when 

the size of the data block reaches a certain 

value, the number of generated tags is not 

much different. The number of data 

segments also increases, and the 

calculation time of a single tag becomes 

longer. Therefore, when the size of the 

data block increases to some extent, the tag 

generation time will stabilize at a certain 

value. As shown in Figure 8 and Table 2, 

with increasing data block, the CSS 

generated time to complete the evidence 

also gradually increases. This is because as 

the data block increases, the number of 

segments in the data block s increases, and 

the number of elements μj contained in the 

integrity evidence generated by CSS also 

increases. Therefore, the more complicated 

the evidence calculation, the more time it 

takes. As shown in Figure 9 and Table 3, 

with increasing data block, the time for 

TPA to verify evidence gradually 

decreases. This is because the number of 

challenge blocks c decreases with the 

increase of data blocks, and the 

computational cost of TPA verification 

integrity, proof is               

      ), so the TPA verification time 

will decrease. 

Table 1: Data Block Size and the Time 

Data Size 1024KB 512KB 256KB 128KB 64KB 

30 35 28 12 6 2 

60 20 23 11 5.5 1.9 

90 18 17 10 5 1.7 

120 16 15 9.5 4.3 1.6 

150 13 11 9 4 1.5 

180 9 8 7 3.5 1.4 

210 7 5 4 3 1.3 

240 5 4 2 2.4 1.2 

270 4 2 1 2 1.1 

300 2 1.8 1.5 1.2 1 

 

 

Figure 7: The Influence of Data Block Size on the Time of DO Label Generation 

In summary, in order to optimize the 

performance of the proposed scheme, we 

choose the ideal case where the block is 

240KB, and the system overhead of the 
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verification process of data files of different sizes is calculated. 

Table 2: CSS generation data 

Data Size 1024 KB 512 KB 256 KB 128 KB 64 KB 

30 2.8 2.5 1.4 1.2 1 

60 3 2.6 1.6 1.3 1.2 

90 3.5 2.8 1.8 1.5 1.3 

120 3.9 2.9 1.9 1.6 1.4 

150 4.2 3.2 2.2 1.6 1.6 

180 4.5 3.7 2.3 1.7 1.7 

210 4.9 3.9 2.4 1.8 1.8 

240 5.8 4 2.6 1.9 1.9 

270 7.2 4.2 2.8 2.1 1.9 

300 7.9 4.6 3 2.1 1.9 

 

Figure 8: The Effect of Data Block Size on CSS Generation Time 

Reference [32] adopts the TPA-based 

verification mechanism, and the scheme 

mainly includes two stages: initialization 

stage and audit stage. To prove the 

superiority of the performance of the 

proposed scheme, we compare the 

computational overhead and 

communication overhead with the 

literature [32]. At the same time, reference 

[32] supports global and sampling 

verification, and sampling verification also 

challenges data blocks with a fixed 

probability of 4.6%. The comparison of 

theoretical calculation cost between the 

proposed scheme and the literature [32] is 

shown in Table 4, where n represents the 

total number of data blocks in the file, c 

represents the number of challenge blocks, 

s represents the number of segments 

contained in the data block, M represents 

the multiplication operation, E represents 

the exponential operation and P represents 

the bilinear map.  

It can be seen that although the overhead 

of label generation and the overhead of 

evidence generation of the literature [32] 

are smaller than those of this scheme. 

Since the time taken by the bilinear 

operation is much longer than the 

multiplication operation and the 

exponential operation, and the TPA 

verification evidence is performed 

periodically, the bilinear scheme proposed 

in this paper is much shorter than the 

literature [32], and the computational cost 

is lower. During the experiment, 64MB, 

128MB, 256MB, 512MB, and a random 

file of 1024MB are used to compare the 

computational cost of the document [32] 

and the scheme in this paper. Among 

them, the number of challenge blocks 

represents 4.6% of the total number of file 
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data blocks. The experimental results are 

shown in Figure 10 and Table 5. 

 

Table 3: TPA verification proof data 

Data Size 1024 KB 512 KB 256 KB 128 KB 64 KB 

30 2.5 2.3 1.2 0.6 0.2 

60 1.9 1.7 1.1 0.55 0.19 

90 1.8 1.6 1 0.5 0.17 

120 1.5 1.1 0.95 0.43 0.16 

150 1.2 1 0.9 0.4 0.15 

180 0.9 0.5 0.7 0.35 0.14 

210 0.7 0.4 0.4 0.3 0.13 

240 0.5 0.3 0.2 0.24 0.12 

270 0.4 0.2 0.1 0.2 0.11 

300 0.2 0.16 0.15 0.12 0.1 

 

 

Figure 9: The Effect of Data Block Size on TPA Verification Proof Time 

Table 4: Computational Cost Comparison 

Index Existing method Proposed Method 

DO generation mark                      

CSP generates evidence                            

TPA verification 

evidence 
                                 

Table 5: Computation Cost 

Data Size Existing Method Proposed Method 

64 1.1 0.8 

128 2.3 1.8 

256 3.2 2.7 

512 6.5 5.8 

1024 9.2 8.7 
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Figure 10: Comparison of the computational cost of the two schemes 

5.2. Communication Overhead 

The overhead of the communication 

process mainly lies in the information 

exchange, and in the cloud storage 

integrity verification model, it mainly 

depends on the information exchange 

among CSS, TPA, and SC in the audit 

stage. Specifically, the communication 

overhead in this scheme includes the 

process of CSS sending content integrity 

evidence to TPA and sending location 

integrity evidence to SC in the audit stage, 

and the process of TPA sending content 

verification result to SC. As shown in 

Table 6, the communication costs are 0, 

O(log n/c), O(1). Compared to the 

literature [32], this scheme does not have 

the TPA challenge request process sent to 

CSS throughout the verification process, 

so the communication overhead of the 

scheme will be greatly reduced. Figure 11 

and Table 7 show the results of the 

communication overhead experiment 

comparison between the literature [32] and 

the proposed scheme. 

Table 6: Comparison of Communication Overhead 

Index 
Existing 

method 

Proposed 

Method 

TPA sends challenge information      0 

CSS returns complete certificate           
 

 
  

TPA returns content verification 

results 
0      

Table 7: Communication Overhead 

Data Size Existing Method Proposed Method 

64 7 0.8 

128 11 1.8 

256 18 3.4 

512 28 4.3 

1024 54 5.6 
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Figure 11: Comparison of the Communication Overhead of the Two Schemes 

6. Conclusions 

This paper proposes a data integrity 

verification scheme that supports privacy 

protection and fair payment, which can 

solve the problems of privacy leakage and 

fair payment in the data integrity 

verification process. In order to protect 

user data privacy, this paper designs a non-

interactive dynamic data integrity proof 

mechanism NIDPDP. In the audit stage, 

TPA does not need to send a challenge 

request to CSS, that is, the challenge 

interaction process between TPA and CSS 

is cancelled to avoid user data privacy of 

leakage. In order to achieve fair service 

payment, SC first calculates the RBMT 

root node through auxiliary authentication 

information and compares it with the root 

node sent by CSS to ensure the integrity of 

the data block in position. Second, the 

blockchain smart contract Compare 

Contract punishes the dishonest behavior 

of CSS and TPA by calling the contracts 

TCSS and TTPA, so that each entity can 

honestly execute according to the rules of 

the agreement. Theoretical analysis and 

experimental results show that, compared 

with other schemes, the proposed scheme 

can further reduce computational overhead 

and communication overhead and can 

realize the fairness of service payment 

while ensuring data privacy.   
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